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[1] Global simulations of sea salt and mineral dust aerosols are integrated into a
previously developed unified general circulation model (GCM), the Goddard Institute for
Space Studies (GISS) GCM II0, that simulates coupled tropospheric ozone-NOx-
hydrocarbon chemistry and sulfate, nitrate, ammonium, black carbon, primary organic
carbon, and secondary organic carbon aerosols. The fully coupled gas-aerosol unified
GCM allows one to evaluate the extent to which global burdens, radiative forcing, and
eventually climate feedbacks of ozone and aerosols are influenced by gas-aerosol chemical
interactions. Estimated present-day global burdens of sea salt and mineral dust are 6.93
and 18.1 Tg with lifetimes of 0.4 and 3.9 days, respectively. The GCM is applied to
estimate current top of atmosphere (TOA) and surface radiative forcing by tropospheric
ozone and all natural and anthropogenic aerosol components. The global annual mean
value of the radiative forcing by tropospheric ozone is estimated to be +0.53 W m�2 at
TOA and +0.07 W m�2 at the Earth’s surface. Global, annual average TOA and surface
radiative forcing by all aerosols are estimated as �0.72 and �4.04 W m�2, respectively.
While the predicted highest aerosol cooling and heating at TOA are �10 and +12 W m�2,
respectively, surface forcing can reach values as high as �30 W m�2, mainly caused
by the absorption by black carbon, mineral dust, and OC. We also estimate the effects of
chemistry-aerosol coupling on forcing estimates based on currently available
understanding of heterogeneous reactions on aerosols. Through altering the burdens of
sulfate, nitrate, and ozone, heterogeneous reactions are predicted to change the global
mean TOA forcing of aerosols by 17% and influence global mean TOA forcing of
tropospheric ozone by 15%. INDEX TERMS: 0305 Atmospheric Composition and Structure:

Aerosols and particles (0345, 4801); 0345 Atmospheric Composition and Structure: Pollution—urban and

regional (0305); 0365 Atmospheric Composition and Structure: Troposphere—composition and chemistry;
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1. Introduction

[2] To date, a large number of studies have focused on the
global distribution and radiative forcing of tropospheric
ozone [Chalita et al., 1996; van Dorland et al., 1997;
Stevenson et al., 1998; Mickley et al., 1999; Roelofs and
Lelieveld, 2000; Berntsen et al., 2000; Hauglustaine and
Brasseur, 2001; Shindell et al., 2001], sulfate [Boucher

and Anderson, 1995; Feichter et al., 1997; Penner et al.,
1998; Koch et al., 1999; Kiehl et al., 2000; Adams et al.,
2001], carbonaceous aerosols [Schult et al., 1997; Penner et
al., 1998; Cooke et al., 1999; Jacobson, 2000; Koch, 2001;
Chung and Seinfeld, 2002], sea salt [Gong et al., 1997;
Jacobson, 2001; Grini et al., 2002; Takemura et al., 2002],
and mineral dust [Tegen and Lacis, 1996; Woodward, 2001;
Jacobson, 2001; Takemura et al., 2002], but only a few
have examined the combined direct radiative forcing of
all these major classes of aerosols [Ghan et al., 2001;
Jacobson, 2001; Takemura et al., 2002].
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[3] The processes that determine the levels of tropo-
spheric gas-phase species and aerosols are coupled. Gas-
phase chemistry influences the formation and growth of
aerosols. For example, sulfate formation depends on the
gas-phase concentrations of OH, NO3, HO2, and O3.
Nitrogen oxides (NOx) are the source of aerosol nitrate
and participate in nonlinear photochemistry that results in
tropospheric ozone. Aerosols influence ozone chemistry
by serving as sites for heterogeneous and multiphase
reactions. For example, Dentener and Crutzen [1993]
predicted that heterogeneous reactions of NO3 and N2O5

on sulfate aerosol particles can reduce the global tropo-
spheric average O3 burden by about 9%. Zhang et al.
[1994] predicted that interactions of N2O5, O3, and HO2

radicals with dust particles during a dust outbreak may
reduce NOx levels by up to 50%. Heterogeneous reac-
tions influence the atmospheric cycle of some aerosols.
Uptake of HNO3 and SO2 by mineral dust may be
important in influencing burdens of sulfate and nitrate
[Dentener et al., 1996; Liao et al., 2003]. Over the
oceans, gas-phase H2SO4 and HNO3 react with sea salt
to form sodium sulfate and sodium nitrate, respectively,
affecting the partition of NH3 and HNO3 between gas and
aerosol phases. Sea salt itself is responsible for a fraction
of sulfate formation; SO2 is oxidized by H2O2 and O3 in
aerosol water associated with sea salt [Sievering et al.,
1991, 1992; Chameides and Stelson, 1993; Erickson et
al., 1999; Gurciullo et al., 1999], at a rate that depends
on sea salt alkalinity.
[4] We examine in this work the radiative forcings of

tropospheric ozone and all major aerosol components using
the GISS General Circulation Model II0 with fully coupled
simulations of tropospheric ozone-NOx-hydrocarbon chem-
istry and aerosols. The three major components (the GISS
GCM, tropospheric chemistry scheme, and aerosol simula-
tion) of this fully coupled model as well as the interactions
among these three components are illustrated in Figure 1.
Full simulation of tropospheric O3-NOx-CO-CH4-NMHC

chemistry provides consistent chemical fields for aerosol
simulation, including SO2, H2O2, and O3 for in-cloud
sulfate formation, SO2 and OH for gas-phase sulfate
formation, HNO3 and NH3 for equilibrium partitioning
between gas and aerosol phases, as well as reactive hydro-
carbons, OH, O3, and NO3 for secondary organic aerosol
(SOA) formation. We consider uptake of N2O5, NO3, NO2,
and HO2 by wet aerosols, uptake of HNO3, SO2, and O3 by
mineral dust aerosol, as well as uptake of SO2 by aerosol
water associated with sea salt aerosol. Aerosol fields are
employed in the calculation of gas-phase photolysis rates.
[5] This study is an extension of the previous global

simulation of ozone, sulfate, nitrate, ammonium, black
carbon, primary organic carbon, and secondary organic
carbon aerosols of Liao et al. [2003]. Compared with that
work, the major changes are the inclusion of the prediction
of global distributions of sea salt and mineral dust and the
coupling of heterogeneous reactions on these two classes of
particles to the gas-phase chemistry and the cycles of other
aerosols.
[6] The goal of this study is to investigate the effects

of interactions between gas-phase chemistry and aerosols
on current day radiative forcing of ozone and aerosols.
We describe the coupled GCM-atmospheric chemistry-
aerosol model in section 2. Sections 3 and 4 present
simulated global concentrations of sea salt and mineral
dust, respectively, with model predictions evaluated by
comparisons with measurements. Since simulations of
O3-NOx-CO-CH4-NMHC chemistry, SO4

2�/NO3
�/NH4

+/
H2O, and black carbon/organic carbon aerosols in the
same GISS GCM II0 have been evaluated extensively by
Mickley et al. [1999], Adams et al. [1999], and Chung
and Seinfeld [2002], respectively, and the current predic-
tions for the most part agree closely with the predictions
in those studies, we do not repeat comparisons with
measurements for ozone, SO4

2�/NO3
�/NH4

+/H2O, and car-
bonaceous aerosols in this work. Section 5 examines the
effects of heterogeneous reactions associated with sea salt

Figure 1. Structure of the GCM-atmospheric chemistry-aerosol-climate coupled model. See text for the
details for the chemistry-aerosol interactions.
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and mineral dust on concentrations of climate-sensitive
species such as sulfate and nitrate. Direct radiative forcing
by aerosols and ozone is evaluated in section 6. In
section 7, radiative forcing is calculated with all chemistry-
aerosol interactions removed to investigate the effect of
chemistry-aerosol coupling on radiative forcing.

2. Model Description

2.1. GISS GCM II000

[7] In this study, gas-phase chemistry and aerosols are
simulated on-line within the GISS GCM II0 [Hansen et
al., 1983; Rind and Lerner, 1996; Rind et al., 1999]. The
GCM has a resolution of 4� latitude by 5� longitude, with
9 vertical layers centered at 959, 894, 786, 634, 468, 321,
201, 103, and 26.5 mbar. It uses a quadratic upstream
scheme for advection of heat, moisture, and tracers. The
GCM distinguishes between large scale and convective

clouds. It carries liquid water as a prognostic variable in
the large-scale cloud scheme [Del Genio et al., 1996],
and moist convection is implemented by a variable mass
flux scheme [Del Genio and Yao, 1993]. This version of
the GCM uses monthly mean ocean temperature maps.
The dynamic time step of the GCM is 1 hour.

2.2. Chemistry Scheme

[8] The gas-phase tropospheric O3-NOx-hydrocarbon
chemical mechanism and chemical reactions used for the
simulations of sulfate, nitrate, ammonium, black carbon,
primary organic carbon, and secondary organic carbon
aerosols are given in Liao et al. [2003]. The suite of tracers
transported in the GISS GCM II0 is listed in Table 1. We use
24 tracers in the model to describe O3-NOx-hydrocarbon
chemistry, including odd oxygen (Ox = O3 + O + NO2 +
2NO3), NOx (NO + NO2 + NO3 + HNO2), N2O5, HNO3,
HNO4, peroxyacetyl nitrate, H2O2, CO, C3H8, C2H6,

Table 1. GCM Chemical Tracers

Tracers Composition

Ox O3 + O + NO2 + 2 � NO3

NOx NO + NO2 + NO3 + HNO2

HNO3

HNO4

N2O5

PAN peroxyacetyl nitrate
H2O2

CO
C3H8

C2H6

ALK4 lumped � C4 alkanes
PRPE lumped � C3 alkenes
isoprene
acetone
CH3OOH
CH2O
CH3CHO
RCHO lumped � C3 aldehydes
MEK lumped � C4 ketones
methy vinyl ketone
methacrolein
MPAN peroxymethacryloyl nitrate
PPN lumped peroxyacyl nitrates
R4N2 lumped alkyl nitrates
SO2

SO4
2�

DMS
NH3

NH4
+

NO3
�

hydrophobic BC
hydrophilic BC
hydrophobic POA
hydrophilic POA
hydrocarbon I a-pinene, b-pinene, sabinene, D3-carene, terpenoid ketones
hydrocarbon II limonene
hydrocarbon III a-terpinene, g- terpinene, terpinolene
hydrocarbon IV myrcene, terpenoid alcohols, ocimene
hydrocarbon V sesquiterpenes
14 gas-phase products from reactions of hydrocarbon classes I to V with OH, O3, NO3

14 aerosol-phase products from gas-aerosol partitioning of 14 gas-phase products
11 sea salt tracers one for each size bin
SO4

2� (sea salt) from sea salt uptake of SO2

6 dust tracers one for each size bin
SO4

2� (dust) from mineral dust uptake of SO2

NO3
� (dust) from mineral dust uptake of HNO3

AlkCa Ca2+ that is not neutralized by SO4
2� (dust) and NO3

� (dust)
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(�C4) alkanes, (�C3) alkenes, isoprene, acetone, CH2O,
CH3CHO, CH3OOH, (�C3) aldehydes, (�C4) ketones,
methyl vinyl ketone, methacrolein, peroxymethacryloyl
nitrate, lumped peroxyacyl nitrates, and lumped alkyl
nitrates. Transporting Ox and NOx as chemical families
reduces the need for tracking many rapidly interchanging
gases. Spatially and seasonally varying flux boundary con-
ditions are specified at 150 mbar to represent the cross-
tropopause transport of O3 and reactive nitrogen NOy

[Mickley et al., 1999]. Stratosphere ozone is prescribed by
climatology derived from satellite data. Sulfate/nitrate/
ammonium/sea salt/water is treated as an internal mixture,
which is represented by the aerosol thermodynamics mod-
ule, ISORROPIA. Black carbon, primary organic carbon/
secondary organic carbon, and mineral dust are treated as
externally mixed with sulfate/nitrate/ammonium/sea salt/
water. Twenty-one tracers are used for the simulations of
sea salt and mineral dust aerosols: eleven tracers for eleven
size bins of sea salt, one tracer for the uptake of SO2 by sea
salt, six tracers for six size bins of mineral dust, two tracers
for dust-associated sulfate and nitrate resulting from dust
uptake of SO2 and HNO3, respectively, and one tracer for
dust alkalinity. The chemistry scheme includes 225 chem-
ical species and 346 reactions. The chemical mechanism is
integrated over 4-hour time steps with a fast Gear solver
[Jacobson and Turco, 1994]. Rates of 40 photolysis reac-
tions are computed using the Fast-J code of Wild et al.
[2000], which accounts for absorption by O2 and O3,
Rayleigh scattering, and Mie scattering by clouds and
aerosols, using seven wavelength channels of varying
widths covering the spectral range from 289 to 800 nm.
Although the effects of aerosols on photolysis rates were
found to be small when considering predicted monthly
mean concentrations of HNO3 and O3 [Liao et al., 2003],
we account for effects of all aerosols on photolysis rates in
this study.

2.3. Sea Salt Cycle

[9] Sea salt aerosol results from the evaporation of sea
spray produced by bursting bubbles or wind-induced wave
breaking over the oceans. Observations have shown that the
radius of sea salt aerosol can range from 0.02 to 60 mm
[Fitzgerald, 1991]. To account for the effects of sea salt on
radiative forcing and heterogeneous reactions, we use 11 size
bins (0.031–0.063, 0.063–0.13, 0.13–0.25, 0.25–0.5, 0.5–
1, 1–2, 2–4, 4–8, 8–16, 16–32, 32–64 mm dry radius)
following the study of Guelle et al. [2001]. Although par-
ticles whose radii are larger than 10 mm are not efficient
in light scattering, they are important for heterogeneous
reactions.
[10] With limited observations available, estimates of sea

salt emissions have to rely on empirical generation func-
tions obtained based on measurements. Sea salt emissions
depend on surface wind speed over the oceans. Three
different formulations were reported in the studies of
Monahan et al. [1986], Smith and Harrison [1998], and
Andreas [1998]. Guelle et al. [2001] compared simulated
sea salt concentrations and size distributions based on these
three generation functions with measurements and found
that sea salt particles with dry radius below 4 mm are well
represented by Monahan et al.’s formulation, while Smith
and Harrison’s formulation is most appropriate for particles

larger than 4 mm. We use these suggested formulations for
the production of sea salt in this study.
[11] We use 11 tracers to treat sea salt mass in each size

bin as a tracer; thus, each size bin is represented by one
mass continuity equation. The major processes that deter-
mine the changes in sea salt mass are transport, emission,
dry deposition and wet deposition. We do not consider
intersectional mass transfer from coagulation or breaking of
the existing particles.
[12] Dry deposition of all GCM tracers is represented by

the resistance-in-series scheme of Wesely [1989]. The size-
dependent dry deposition velocity of sea salt is computed as
shown by Grini et al. [2002]. Sea salt aerosol hygrosco-
picity is calculated by the empirical expression of Gerber
[1985],

Rw ¼ C1R
C2

d

C3R
C4

d � log S
þ R3

d

" #1=3

; ð1Þ

where Rw and Rd are the wet and dry particle radii (in
cm), S is the relative humidity expressed as a fraction, and
C1, C2, C3, and C4 are constants whose values are 0.7674,
3.079, 2.573� 10�11, and�1.424, respectively. The density
of dry sea salt particles is assumed to be 2.25 g cm�3

[Takemura et al., 2000].
[13] Wet deposition is coupled with the GCM treatment

of clouds and precipitation. Within clouds, sea salt particles
are completely scavenged, and the washout below clouds
uses a first-order parameterization that depends on the
amount of precipitation [Koch et al., 1999]. Below-cloud
scavenging coefficients follow those given in Dana and
Hales [1976] and are size-dependent.

2.4. Mineral Dust Cycle

[14] Dust emission is calculated as a function of surface
vegetation cover, surface wind speed, and soil moisture. The
fractional vegetation cover within each grid box is derived
from the 0.5� � 0.5� resolution global surface-type map of
Olson [1992] that distinguishes among 56 ecosystems. The
emission mass flux of soil dust, Fdust in kg m

�2 s�1, is given
by the empirical formulation [Gillette, 1978]

Fdust ¼ C u� utð Þu2; ð2Þ

where u is the surface wind velocity in m s�1 and is predicted
by the GCM. ut is the threshold velocity and is set to be 6.5 m
s�1 according to Kalma et al. [1988]. There are no dust
emissions when u < ut. The emission coefficient C of 1.5 �
10�9 kg s2 m�5 is used. We use predicted precipitation to
identify if soil is dry and dust emission is possible. We
assume dust emissions can occur from a grid only when
precipitation over the past 4 hours is less than 1 mm.
[15] Six size bins (0.0316–0.1, 0.1–0.316, 0.316–1.0,

1.0–3.16, 3.16–10, and 10–31.6 mm dry radius) are used
to represent mineral dust [Woodward, 2001]. The GCM
transports these six size classes of dust as independent
tracers. Dust emissions calculated from equation (2) are
distributed into each size bin by using the soil-particle size
distribution given by Woodward [2001], which was derived
from the soil data set of Wilson and Henderson-Sellers
[1985].
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[16] Dry deposition of mineral dust follows the scheme
for sea salt. Although mineral dust may absorb water at high
relative humidity, we use dry size in the calculation of dry
deposition since the extent of water uptake by dust is not
established. Wet deposition of dust aerosol includes in-
cloud and below-cloud scavenging. For in-cloud scavenging
of dust particles, different assumptions have been made in
previous studies. Tegen et al. [2002] assumed that dust is
nonhygroscopic and does not form cloud condensation
nuclei. Ginoux et al. [2001] assumed that the in-cloud
scavenging parameters for dust are the same as those for
sulfate, whereas Zender et al. [2003] used a scavenging
coefficient of 0.1 for dust nucleation scavenging to account
for the hydrophobic nature of mineral aerosol. In this study,
we follow the assumption of Zender et al. [2003] for
the scavenging of dust particles within both convective
and large-scale clouds. Below-cloud scavenging of dust
employs the same scheme used for sea salt aerosol.

2.5. Aerosol Equilibrium

[17] Volatile atmospheric species tend to partition them-
selves between gas and aerosol phases in accordance with
thermodynamic equilibrium [Seinfeld and Pandis, 1998].
As in Liao et al. [2003], the thermodynamic equilibrium
model ISORROPIA [Nenes et al., 1998] is employed to
simulate the partitioning of inorganic volatile species. The
presence of sea salt aerosol influences the partitioning of
NH3, HNO3, HCl, and water, because sodium and chloride
react with other aerosol components to form a series of
compounds, such as ammonium chloride, sodium nitrate,
sodium sulfate, and sodium bisulfate, in the sodium-ammo-
nium-chloride-sulfate-nitrate-water aerosol system. At RH <
100%, ISORROPIA computes the equilibrium composition
of an internally mixed aerosol consisting of sulfate, nitrate,
chloride, ammonium, sodium, and water. The inputs needed
by ISORROPIA are the total concentrations of NH3 + NH4

+,
HNO3 + NO3

�, SO4
2�, HCl + Cl�, and Na+, together with the

ambient relative humidity and temperature.

2.6. Heterogeneous Reactions

[18] Hydrolysis of N2O5 on wetted aerosol surfaces of
sulfate, nitrate, ammonium, organic carbon, and sea salt is
considered in this study. We assume this reaction also
occurs on mineral dust aerosol when ambient relative
humidity exceeds 50%, because, as can be seen later in this
section, the uptake coefficient for dust uptake of SO2 is

assumed to be much larger when relative humidity exceeds
50% than when it is lower than 50%, and therefore we
assume dust particles are more hygroscopic when RH �
50%. The HNO3 produced equilibrates between the gas and
aerosol phases. The irreversible absorption of NO3, NO2,
and HO2 is accounted for on the same wetted aerosol
surfaces where hydrolysis of N2O5 occurs. The uptake
coefficients used to calculate the first-order loss rate of
these species on aerosol surfaces are summarized in Table 2.
[19] We treat the fraction of SO2 that is scavenged by sea

salt and oxidized by O3 and H2O2 in water associated with
sea salt as a tracer. When SO2 is transported to the surface of
sea salt particles, some fraction is scavenged by these
particles. The scavenged SO2 is absorbed into the aqueous
phase as determined by its Henry’s law constant, and then
oxidized by H2O2 and O3 to form non-sea-salt sulfate. The
change in SO2 concentration, [SO2], by scavenging and
oxidation loss in sea salt particles is calculated by

d SO2½ 

dt

¼ �ktot SO2½ 
 ð3Þ

and ktot is given by [Brasseur et al., 1999; Mari et al., 1999]

1

ktot
¼ 1

kt
þ 1

kO3
þ kH2O2

ð Þ ; ð4Þ

where kH2O2
and kO3

are first-order aqueous phase oxidation
rate constants of SO2 by H2O2 and O3, respectively, and are
calculated by using the same aqueous reaction rates and
dissociation rates as those used for in-cloud sulfate
formation [Liao et al., 2003]. The water content of each
particle is calculated from the difference between its dry and
wet volume. kt is the first-order gas-to-particle transfer rate
and is represented by [Schwartz, 1986]

kt ¼
X
i

Ai

Rwi

Dg

þ 4

vg

� ��1

; ð5Þ

where Ai = 4pRwi
2 Ni is the total surface area (cm2 cm�3) of

sea salt particles in size bin i, Ni (particles cm�3) is the
number concentration of sea salt in that size bin, Rwi (cm) is
the arithmetic mean of the wet radius determined by
equation (1), Dg (cm2 s�1) is the gas-phase molecular
diffusion coefficient of SO2 in air, v is the mean molecular
speed (cm s�1), and g is the uptake coefficient. On sea salt
particles, g(SO2) is assumed to be 0.05 for RH > 50% and
0.005 when RH < 50% [Song and Carmichael, 2001].
[20] The oxidation of SO2 by O3 is sensitive to pH

value of the sea salt particles. Sievering et al. [1992] and
Chameides and Stelson [1993] reported that sea salt pH
ranges from 6.5 to 7.5, so we assume here that sea salt
particles have a constant pH of 7.0. Although sea salt
alkalinity is expected to be titrated and fall as sulfuric acid
continues to be generated by the reaction between dissolved
S(IV) and O3, recent laboratory studies show that sodium
hydroxide is generated upon reaction of deliquesced sodium
chloride particles with gas-phase hydroxide, which may lead
to the increase in sea salt alkalinity and maintains the uptake
and oxidation of sulfur dioxide to sulfate in sea-salt particles
[Laskin et al., 2003]. Assuming a pH of 7.0 implies that sea

Table 2. Uptake Coefficients for Heterogeneous Reactions on

Aerosol Surfaces

Species On Medium Uptake Coefficients References

N2O5 wet aerosolsa 0.1 Jacob [2000]
NO3 wet aerosols 0.001 Jacob [2000]
NO2 wet aerosols 0.0001 Jacob [2000]
HO2 wet aerosols 0.2 Jacob [2000]
SO2 mineral dust 3 � 10�4 (RH < 50%)

0.1 (RH > 50%)
Dentener et al. [1996]

HNO3 mineral dust 0.1 Dentener et al. [1996]
O3 mineral dust 5 � 10�5 Dentener et al. [1996]
SO2 sea salt 0.05 (RH > 50%)

0.005 (RH < 50%)
Song and Carmichael

[2001]
aSO4

2�/NO3
�/NH4

+/NaCl/H2O, OC, sea salt, and mineral dust are
considered to be wet aerosols when RH > 50%.

D16207 LIAO ET AL.: RADIATIVE FORCING OF OZONE AND AEROSOLS

5 of 33

D16207



salt particles have sufficient buffering capacity and the sea
salt uptake of SO2 calculated in this work may represent an
upper limit.
[21] Studies have shown that mineral dust aerosol can

take up SO2, HNO3, and O3 and influence chemistry of gas-

phase species and aerosols [Dentener et al., 1996; Galy-
Lacaux and Modi, 1998; Tabazadeh et al., 1998; Song and
Carmichael, 2001; Galy-Lacaux et al., 2001; Bauer et al.,
2004]. For the uptake of SO2, HNO3 and O3 by mineral
dust, we use an uptake coefficient g(HNO3) of 0.1, g(SO2)

Figure 2. Predicted monthly mean sea salt concentrations (mg m�3) at the GCM surface layer for (top)
January and (bottom) July. Above each panel the global mean concentration is indicated.
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of 3 � 10�4 for regions with RH < 50%, g(SO2) of 0.1
when RH > 50%, and g(O3) of 5 � 10�5 [Dentener et al.,
1996]. It should be noted that heterogeneous reactions on
dust particles are highly uncertain as dust uptake may be
influenced by temperature, relative humidity, and mass of
dust. For example, dry dust g(HNO3) determined by Fenter
et al. [1995] and Hanisch and Crowley [2001] is about one
to two orders of magnitude greater than that determined by
Goodman et al. [2000] and Underwood et al. [2001], and
the uptake of HNO3 increases by nearly a factor of 50 when
RH increases from near 0 to 16%. In the present modeling
study we use g(HNO3) of 0.1 based on the uptake coef-
ficients observed by Hanisch and Crowley [2001] and the
modeling work of Bauer et al. [2004], who used g(HNO3)
of 0.1 to simulate uptake of HNO3 by mineral dust
and found close agreement between predicted and mea-
sured concentrations of HNO3 throughout the dust events
observed during the MINATROC field campaign. g(HNO3)
of 0.1 on dust particles represents an upper limit to the
HNO3 uptake coefficients (V. H. Grassian, personal com-
munication, 2003), which should be kept in mind when
evaluating model results.
[22] SO2 and HNO3 deposited on dust particles are

assumed to exist in the forms of SO4
2� and NO3

�,
respectively. Following the study of Dentener et al.
[1996], we assume that uptake of SO2 and HNO3 by
mineral dust takes place only when the dust alkalinity
exceeds the acidity from the dust-associated sulfate and
nitrate. If alkalinity is contributed by the calcium ion,
uptake of SO2 and HNO3 occurs when [Ca2+] �
[SO4

2�(dust)] � 0.5[NO3
�(dust)] > 0. We assume that

the Ca2+ content of freshly emitted dust is 5% by weight
[Dentener et al., 1996]. The direct GCM simulation of
the dust cycle provides a consistent treatment of nitrate
and sulfate associated with dust, and makes it possible
to compute dust alkalinity. Dust-associated sulfate and
nitrate are treated as tracers. In each grid cell, we
calculate the formation of sulfate (or nitrate) on dust
particles in each size bin and then sum over all the six
size bins to get the total amount. For dry deposition of
dust-associated sulfate (or nitrate), we use an average dry
deposition velocity that is averaged over the six size bins
and weighted by the dust mass in each size bin, since we
calculate size-dependent dry deposition velocity for dust
particles. Similarly, we use an average washout rate to
calculate the removal of dust-associated sulfate (or nitrate)
in each grid cell. Dust alkalinity is simulated by treating
the mass of Ca2+ that is not neutralized by SO4

2� and
NO3

� (hereinafter referred to as AlkCa) as a tracer. In
each grid, the mass of AlkCa has to be greater than zero
for dust particles to take up SO2 and HNO3. The dry and
wet deposition of AlkCa follow the treatment for the
deposition of dust-associated sulfate and nitrate.

3. Simulation of Sea Salt Aerosol

[23] The base simulation was performed with coupled
atmospheric dynamics, gas-phase chemistry, as well as
sulfate, nitrate, ammonium, black carbon, organic carbon,
sea salt and mineral dust aerosols for present-day condi-
tions. The simulation was conducted for an 18-month
period, with the first 6 months ignored for spin-up. The

results presented in this paper are from this one-year
simulation, except where noted. The emission inventories
for the simulations of gas-phase chemistry, sulfate, nitrate,
ammonium, black carbon, organic carbon are those given in
Liao et al. [2003].
[24] Based on the wind velocities predicted by the

GISS GCM II0, the estimated sea salt emission flux is
6056 Tg yr�1 in this study. This value is in close agreement
with the estimates of 5900 Tg yr�1 obtained by Tegen et
al. [1997] for the particles in the size range 2–16 mm and
6500 Tg yr�1 reported by Grini et al. [2002] for the
particles in 0.03–25 mm range.

3.1. Predicted Concentrations of Sea Salt

[25] The predicted distributions of sea salt concentrations
in the lowest model layer are shown in Figure 2 for January
and July. High NaCl concentrations, 15 to 25 mg m�3, are
found over midlatitudes in Northern Hemisphere in winter
and in Southern Hemisphere in both winter and summer,
corresponding to the strong winds in these areas. Both the
magnitudes and distributions predicted here are in good
agreement with those of Grini et al. [2002]. Sea salt
concentrations decrease rapidly with height, which can be
seen from the predicted zonal annual average sea salt
concentrations (Figure 3). Zonal annual-average concentra-
tions exceeding 3 mg m�3 can only be found below 600 mbar
altitude. Highest surface concentrations are found in the
midlatitudes in the Southern Hemisphere, which was also
predictedby Grini et al. [2002].
[26] The predicted global and annual mean burden of sea

salt is 13.6 mg m�2, which is close to the predicted values
of 12 mg m�2 by Grini et al. [2002] and 11 mg m�2 by
Takemura et al. [2000]. Sea salt lifetime calculated in this

Figure 3. Predicted annual, zonal average sea salt concen-
trations (mg m�3).

D16207 LIAO ET AL.: RADIATIVE FORCING OF OZONE AND AEROSOLS

7 of 33

D16207



study is 0.4 day, which is shorter than the 0.8 day calculated
by Takemura et al. [2000].

3.2. Comparison With Sea Salt Measurements

[27] In this section, predicted seasonal variations of sea
salt aerosol concentrations are compared with measure-
ments for a number of costal and island stations. Validation

of GCM predictions requires long term measurements, but
unfortunately such measurements are quite limited for sea
salt aerosol. The measurements we use here are listed in
Table 3. At each site, monthly mean measurements that are
averaged over the observation period (several years) are
compared to model predictions from the one-year base
simulation (Figure 4). We also present in Figure 4 the

Table 3. Measurements Selected for Comparison With GCM Predictions of Sea Salt Aerosol

Site Latitude Longitude Time Period Reference

Alert, Canada 82.4�N 62.3�W 13 years average Gong et al. [1997]
Heimaey, Iceland 63.3�N 20.2�W July 1991 to Aug. 1994 Gong et al. [1997]
Mace Head, Ireland 53.3�N 9.9�W Aug. 1988 to July 1993 Gong et al. [1997]
Bermuda, UK 32.3�N 64.9�W 1982–1994 Gong et al. [1997]
Miami, USA 25.8�N 80.3�W 1989–1998 D. Savoie (personal communication)
Midway, USA 28.2�N 177.4�W 1982–1994 Tegen et al. [1997]
Cape Grim, Australia 40.7�S 144.7�E Dec. 1988 to May 1993 Gong et al. [1997]
Norfolk Island, Australia 29.1�S 168.0�E May 1983 to Feb. 1997 D. Savoie (personal communication)
Yate, New Caledonia 22.2�S 167.0�E Aug. 1983 to Oct. 1985 D. Savoie (personal communication)

Figure 4. Comparison of predicted surface layer sea salt concentrations (mg m�3) with measurements at
selected locations. Detailed information about measurements is given in Table 3. Squares represent
observations, triangles are GCM predictions for year 1 of the simulation, and circles are the model results
for years 1–3 of the simulation. The error bars indicate one standard deviation.
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averaged concentrations and standard deviations from a
three-year simulation to illustrate the interannual variability.
At most sites the model captures the sea salt seasonal
variations rather well. Figures 4(1) to 4(3) show the com-
parisons at three high- to midlatitude sites in the Northern
Hemisphere: Alert, Canada (82.4�N, 62.3�W), Heimaey in
Iceland (63.3�N, 20.2�W), and Mace Head (53.3�N, 9.9�W)
on the west coast of Ireland. At Alert, during the months of
April to June, the predictions match the measurements well,
but the model overestimates sea salt concentrations in
other months by about 100%. Predictions agree closely
with measurements at Heimaey in both magnitude and
timing. At Mace Head, the model reproduces the observed
concentrations fairly well from April to November, but
underpredicts concentrations in January–March while over-
predicting in December; the base simulation underestimates
sea salt concentration by 66% in February and overesti-
mates by 64% in December.
[28] Figures 4(4) to 4(6) compare predictions at three sites

in the subtropical regions in the Northern Hemisphere. Both
observation and prediction show minimum concentra-
tions during June–August at Bermuda (32.3�N, 64.9�W)
(Figure 4(4)), but predictions show larger variation in
magnitude than measurements. The model underestimates
sea salt concentration in July by 72% in the base simulation
and by 52% in the three-year simulation.
[29] At Miami (25.8�N, 80.3�W) (Figure 4(5)), the model

tends to underpredict sea salt concentrations; the simulated
concentrations are about 75% lower than the observations in
Northern Hemisphere summer. The model captures the
seasonal variation at Midway Island (28.2�N, 177.4�W)
(Figure 4(6)); concentrations exhibit a minimum from June
to August.
[30] Comparisons for three sites in the Southern Hemi-

sphere are shown in Figures 4(7) to 4(9). At Cape Grim
(40.7�N, 144.7�E) and Norfolk Island (29.1�S, 168�E), both
the measurements and predictions do not show strong sea-
sonal variations. The model underestimates the concentra-
tions throughout the year at Norfolk Island; the annual mean
value of predicted concentrations from the base simulation is
43% lower than that of measurements. Concentrations at Yate
(22.2�S, 167.0�E), New Caledonia, are also underpredicted
in most of the months, possibly caused by the representation
of surface winds by the GCM in this area.
[31] To evaluate the overall performance in predicting sea

salt mass concentrations, we compare predicted monthly
mean concentrations from the base simulation with obser-
vations in a scatterplot (Figure 5). Most model results agree
with the observations within a factor of two for mass
concentrations. The mean bias, normalized mean bias, mean
error, and normalized mean error for the predicted sea salt
concentrations are �4.48 mg m�3, �27.9%, 6.7 mg m�3 and
41.6%, respectively. Negative mean bias indicates that the
model has a tendency to underestimate sea salt mass
concentrations. Underestimations occur at all latitudes, as
shown by the data points classified according to the latitude.

4. Simulation of Mineral Dust Aerosol

4.1. Global Distributions of Dust

[32] The range of magnitudes of global dust emissions
estimated in previous studies is large, varying from 128 to

5000 Tg yr�1 [Pye, 1987]. The calculated global dust
emission in the present work is 1784 Tg yr�1, in which
1481 Tg yr�1 is for particles with radius less than 10 mm.
These emission estimates are in close agreement with the
total emission of 1604–1956 Tg yr�1 predicted by Ginoux
et al. [2001], the emission of 1250 Tg yr�1 for particles with
radius less than 8 mm reported by Tegen and Fung [1995],
and the range of 1312 ± 97 Tg yr�1 simulated by Perlwitz et
al. [2001].
[33] Seasonal averaged global dust distributions are

shown in Figure 6. The source regions appear clearly in
this figure as well as the patterns resulting from long-range
transport. Concentrations exceeding 250 mg m�3 are found
over North Africa throughout the year and over Central and
Eastern Asia in March–April–May. Dust concentrations
over the Sahara, Central and Eastern Asia, and US are
highest in Northern Hemisphere spring, which agree with
observations [Sirokko and Sarntheim, 1989; Merrill et al.,
1989; Swap et al., 1996; Parungo et al., 1995; Pye, 1987].
Over the Sahara, the area with concentrations higher
than 250 mg m�3 is the smallest in June–July–August,
corresponding to the minimum dust emissions in this season
[Swap et al., 1996]. The model also captures the two major
dust plumes generated from the dust transport. One plume
extends from the west coast of North Africa to the North
Atlantic Ocean and northeastern coast of South America
and the other one covers from eastern China to Korea,
Japan, and the North Pacific Ocean. Dust distributions
predicted in this study are generally in agreement with
those simulated by Ginoux et al. [2001], except the maxi-
mum dust concentrations over the Arabian Peninsula are
predicted to occur in September while these were predicted
in June–July–August in the study of Ginoux et al. [2001],
which may result from the differences between the current

Figure 5. Predicted monthly mean sea salt concentrations
from year 1 simulation versus observations for all the
locations given in Table 3. Data points are classified by
latitudes. Solid line indicates 1:1 ratio, and dashed lines
indicate 2:1 and 1:2 ratios.
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GCM predicted wind fields and the assimilated fields used
by Ginoux et al. [2001].
[34] The annual budget for mineral dust aerosol is shown

in Table 4 for each size class. The atmospheric burden of
dust is predicted to be 18.1 Tg, of which 97% represents
particles in the 0.1–10 mm size range. Dry deposition is
the major process for dust loss; dust dry deposition is
1490 Tg yr�1 and accounts for 87% of the total dust loss.
Wet deposition is predicted to be 223 Tg yr�1. The lifetime
of the smallest size class is about 4 weeks and that of the
largest size class is 0.7 day. The average lifetime estimated
for dust particles over the whole size range is 3.9 days.
[35] The calculated burden of 18.1 Tg is within the range

of previous model estimates. Tegen and Lacis [1996]
reported that the dust mass loading is 36.6 mg m�2 for
particles in the range of 0.1 to 10 mm, which corresponds to
a burden of 18.7 Tg. The dust burden was estimated to be
13.8 Tg by Takemura et al. [2000] and 31–40 Tg by
Ginoux et al. [2001] for the 0.1–10 mm size range. The
large differences between these studies are a result of large
uncertainties in emissions and of the different meteorolog-
ical fields and schemes used for deposition calculations.

4.2. Comparison of Predicted Dust Concentrations
With Observations

[36] Figure 7 shows the comparisons of the predicted
monthly dust concentrations from the base simulation with

the observations made at the stations of the University of
Miami Aerosol Network [Prospero, 1996]. To show the
interannual variability in model predictions, the averaged
concentrations and standard deviations from a three-year
simulation are also presented in Figure 7.
[37] At Izana (28.3�N, 16.5�W) (Figure 7(1)), a site very

close to the dust sources in North Africa, the model is able
to capture the maximum concentration associated with the
maximum dust activities over the Sahara and the Sahel
region in Northern Hemisphere spring, but the predicted
maximum based on the GCM predicted winds occurs one
month later than observed. The magnitude of predicted
concentrations at Izana agrees with that of observations
throughout the year.
[38] The concentrations at Barbados (13.2�N, 59.4�W),

Miami (25.8�N, 80.3�W), Bermuda (32.3�N, 64.9�W),

Figure 6. Predicted seasonal averaged mineral dust concentrations (mg m�3) at the GCM surface layer
for March–April–May (MAM), June–July–August (JJA), September–October–November (SON), and
December–January–February (DJF). Above each panel the seasonal and the global mean concentration
is indicated.

Table 4. Global Annual Budget for Mineral Dust

Size
Class, mm

Emission,
Tg yr�1

Dry Deposition,
Tg yr�1

Wet Deposition,
Tg yr�1

Burden,
Tg

Lifetime,
days

0.03–0.1 5.14 1.2 3.9 0.4 28.8
0.1–0.3 19.86 10.5 9.4 0.6 11.4
0.3–1 157 107.4 49.6 3.8 9.1
1–3 553 422.7 130.3 8.8 6.2
3–10 746 660.2 85.8 3.9 2.0
10–32 303 288.3 14.8 0.6 0.7
0.03–32 1784 1490.3 293.8 18.1 3.9

D16207 LIAO ET AL.: RADIATIVE FORCING OF OZONE AND AEROSOLS

10 of 33

D16207



Figure 7
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and Mace Head (53.3�N, 9.9�W) (Figures 7(2)–7(5)) are
mainly influenced by the dust plume transported from
North Africa to the Atlantic Ocean. The model tends to
underestimate concentrations at Barbados and overesti-
mate at Mace Head. Predicted concentrations at Miami
and Bermuda are much lower than the measured values
in July and August, implying that the GCM does not
generate strong enough winds about the Bermuda High,
which is expected to intensify in June–July–August.
[39] Figures 7(6) to 7(8) show the comparisons at three

stations, Cheju (33.5�N, 126.5�E), Midway Island
(28.2�N, 177.4�W), and Oahu (21.3�N, 157.7�W), located
downwind of Asian sources. At these three sites, the
model captures the high dust concentrations associated
with Asian dust in Northern Hemisphere spring. The peak
concentration at Cheju agrees with the observation very
well, but the predicted concentrations at Midway Island in
February and March and at Oahu in Northern Hemisphere
summer are several factors higher than those observed,
which may result from the representation of deposition
based on the GCM predicted meteorological conditions.
[40] Enewetak (11.3�N, 162.3�E), Nauru (0.5�S,

167.0�E), Fanning Island (3.9�N, 159.3�W), and Funafuti
(8.5�S, 179.2�W) (Figures 7(9) to 7(12)) are four sites
located over the Pacific Ocean significantly removed from
dust sources. At Enewetak, the model predictions match
the measured concentrations fairly well. Predicted con-
centrations have the same behavior at Nauru and Fanning

Island; the predicted concentrations are underestimated by
about 90% in March but agree closely with measured
concentrations in the rest of the year, possibly because of
the representation of the winds by the GCM. At Funafuti,
the model predicts concentrations and seasonal variation
very well.
[41] Norfolk Island (29.1�S, 168.0�E), New Caledonia

(22.2�S, 167.0�E), and Cape Grim (40.7�S, 144.7�E)
(Figures 7(13) to 7(15)) are located near the dust sources
in Australia. At Norfolk Island, the magnitude of pre-
dicted concentrations is close to that of measurements in
all months except in September when the measured peak
concentration is not captured by the model. At New
Caledonia, the measured concentrations are close to zero
throughout the year, but the predicted concentrations are
about 1 mg m�3 from June to February. Since the
measured concentrations at Norfolk Island, a station 5�
south of New Caledonia, are generally in the range of 1
to 4 mg m�3, the overestimation at New Caledonia
suggests that the GCM has predicted an eastward and
southeastward transport of Australian dust instead of the
measured southeastward transport. At Cape Grim, the
model reproduces the concentrations fairly well in both
magnitude and seasonal variation.
[42] The model tends to overestimate the concentrations

at Mawson station (67.6�S, 62.5�E) and Palmer Station
(64.8�S, 64.1�W) (Figures 7(16) and 7(17)), the two stations
in Antarctica. The concentrations predicted at Mawson are
less than 0.5 mg m�3, and the predicted concentrations
during June–September are about four times higher than
the measurements. Levels at Palmer Station are affected by
the Patagonia Desert, so we may be overestimating the dust
sources from this region.
[43] Kaashidhoo (5.0�N, 73.5�E) is the only site located

in the Indian Ocean. The peak concentration in June is
related to the strong northeast monsoon winds in this
season, which is captured very well.
[44] The overall model performance is shown by the

scatterplot (Figure 8) that uses all the measurements in
Figure 7. Predicted dust concentrations from the one-year
base simulation are generally within a factor of 5 of
observations. The mean bias, normalized mean bias, mean
error, and normalized mean error for the predicted dust
concentrations are �0.3 mg m�3, �7.1%, 2.6 mg m�3, and
61.0%, respectively.

5. Heterogeneous Reactions on Sea Salt and
Mineral Dust Particles

5.1. Influence of Sea Salt on Sulfate and Nitrate
Concentrations

5.1.1. Sea Salt Uptake of SO2

[45] The oxidation of SO2 by H2O2 and O3 in water
associated with sea salt aerosol is similar to that occurring
in cloud droplets. Ozone plays a dominant role in the
oxidation in sea salt particles since sea salt particles

Figure 7. Comparison of predicted surface layer mineral dust concentrations (mg m�3) with measurements at University
of Miami stations. Squares represent observations, triangles are GCM predictions for year 1 of the simulation, and circles
are the model results for years 1–3 of the simulation. The error bars indicate one standard deviation. Site location and the
measurement period are indicated for each site.

Figure 8. Predicted monthly mean mineral dust concen-
trations from year 1 simulation versus observations used in
Figure 7. Data points are classified by latitudes. Solid lines
indicate 5:1 and 1:5 ratios, and dashed lines indicate 2:1 and
1:2 ratios.
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Figure 9
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emitted from the oceans usually have high pH values.
The fraction of SO2 that is converted to sulfate on coarse
sea salt particles falls out of the atmosphere quickly,
leading to the removal of SO2 from the marine boundary
layer [Mari et al., 1999]. The gas-to-particle transfer rates
calculated from equation (5) are high where sea salt
concentrations are high (see Figure 2), with the highest
values reaching 3.4 � 10�3 s�1 over the midlatitudes
in the Southern Hemisphere. The magnitude (10�3 to
10�4 s�1) of these calculated transfer rates is comparable
to those calculated by Dentener and Crutzen [1993] for
the removal of N2O5 on sulfate and sea salt aerosols. The
aqueous oxidation rates, dominated by the reaction of
SO2 with O3 with an assumed pH of 7.0 for sea salt
particles, are about three orders of magnitude larger than
the gas-to-particle mass transfer rates; thus the uptake of
SO2 by sea salt is rate limited by gas-to-particle transfer.
[46] Predicted annual mean mixing ratios of sulfate

associated with sea salt are given in Figure 9a for the
surface layer. Concentrations exceeding 100 pptv are
found near the coastal regions where SO2 concentrations
exceed those in other parts of the oceans. The global
mean mixing ratio of nss-sulfate on sea salt particles is
25.3 pptv, which is 15% of the global mean mixing ratio
of 164 pptv for nss-sulfate from three other processes, the
direct emission as primary particles, the gas- phase
reaction of SO2 with OH, and the in-cloud oxidation of
SO2 by H2O2 and O3.
[47] To understand the relative importance of this

nss-sulfate formation in sea salt particles, we show in
Figure 9b the surface layer ratios of annual mean mixing
ratios of nss-sulfate on sea salt to those of total nss- and
nondust sulfate (nss-sulfate formed on sea salt plus sulfate
from direct emissions, gas-phase reaction of SO2 with
OH, and in-cloud oxidation). Large fractions of nss-
sulfate associated with sea salt are predicted over the
South Pacific Ocean between the east and northeast
coasts of Australia and the coast of Southern Chili, off
the coasts of Tanzania and Mozambique, and in the
coastal zones of Eastern China and Brazil; over 50% of
nondust nss-sulfate is predicted to be produced from sea
salt uptake of SO2 in these regions. These results agree
well with previous one-dimensional studies of marine nss-
sulfate that did not consider mineral dust uptake of SO2.
A fraction of 10–30% of nss-sulfate is predicted to be
associated with sea salt in the North Atlantic Ocean in
this work, which agrees closely with the fraction of 5–
25% proposed by Sievering et al. [1991, 1992]. Gurciullo
et al. [1999] showed by using a box model that as much
as 50–75% of the nss-sulfate observed during the First
Aerosol Characterization Experiment (ACE-1) measure-
ment period is produced in sea salt aerosol water, while
Mari et al. [1999] estimated based on aircraft soundings
that 22–50% of nss-sulfate is produced by oxidation in
sea salt particles during the ACE-1 Lagrangian B. ACE-1

experiments took place in the Southern Ocean south of
Australia (135–160�E, 41–54�S), where we predict that
30–60% of nondust nss-sulfate is in sea salt particles,
which is within the ranges predicted by Gurciullo et al.
[1999] and Mari et al. [1999].
[48] Figure 9c shows the ratios of annual mean column

burdens of nss-sulfate on sea salt to those of total nss- and
nondust sulfate. On a column-integrated basis, sea salt
uptake of SO2 is predicted to be important over southern
oceans at 30–70�S, where concentrations of sea salt and
SO2 from DMS oxidation are high; sulfate formation in
water associated with sea salt generally accounts for 30–
50% of nss- and nondust sulfate formation in this region.
5.1.2. Sea Salt Uptake of HNO3

[49] Over the oceans, gas-phase H2SO4 and HNO3 react
with sea salt to form sodium sulfate and sodium nitrate,
respectively, affecting the partition of NH3 and HNO3

between gas and aerosol phases. The global surface layer
distribution of nitrate aerosol formed in the sodium-ammo-
nium-chloride-sulfate-nitrate-water aerosol system is shown
in Figure 10a. It should be noted that the nitrate concen-
trations shown in Figure 10a do not include nitrate associ-
ated with dust particles since mineral dust aerosol is
considered to be externally mixed with other aerosols. As
expected, highest nondust nitrate concentrations are pre-
dicted over industrialized areas, with mixing ratios exceed-
ing 1 ppbv over Europe, eastern United States, and eastern
China. The effect of sea salt on nondust nitrate concen-
trations is shown in Figure 10b, which shows the differ-
ences between nitrate concentrations from the base case
simulation with sea salt and those obtained in a sensitivity
study with sea salt removed. Nitrate concentrations in the
presence of sea salt generally increase by 100–1000 pptv
along polluted coastal zones, resulting from the formation of
sodium nitrate. Figure 10c presents the ratios of annual
mean column burdens of nitrate predicted in the absence of
sea salt to those obtained in the base case simulation. As
expected, the model predicts higher nitrate burdens over the
oceans in the presence of sea salt than in its absence. The
formation of sodium nitrate leads to less gas-phase HNO3

available for gas-aerosol partitioning over the continents,
with nitrate burdens over United States, eastern China, and
Europe reduced by 10–20% in the presence of sea salt. An
area with high ratios of exceeding 1.6 is predicted to extend
from North Africa to central Asia; however, nitrate concen-
trations predicted in this area in the base case simulation are
in the range of 0–3 pptv (Figure 10a).

5.2. Influence of Mineral Dust on Concentrations of
Sulfate and Nitrate

5.2.1. Predicted Dust Alkalinity
[50] Dust alkalinity is a key variable in determining the

dust uptake of SO2 and HNO3. We have assumed that
dust alkalinity is contributed by the calcium ion and that
the uptake of SO2 and HNO3 occurs when [Ca2+] �

Figure 9. (a) Predicted annual mean mixing ratios (pptv) of sulfate associated with sea salt at the surface layer. Above
the panel the global mean mixing ratio is indicated. Note that 1 mg m�3 SO4

2� = 258 pptv SO4
2� at 298 K and 1000 mbar.

(b) Ratios of annual mean mixing ratios of nss-sulfate on sea salt to those of total nss- and nondust sulfate (nss-sulfate
formed on sea salt plus sulfate from direct emissions, gas-phase reaction of SO2 with OH, and in-cloud oxidation) at the
surface layer. (c) Ratios of annual mean column burdens of nss-sulfate on sea salt to those of total nss- and nondust sulfate.
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[SO4
2�(dust)] � 0.5[NO3

�(dust)] > 0. By treating AlkCa,
the mass of Ca2+ that is not neutralized by dust associated
SO4

2� and NO3
�, as a tracer, we are able to predict the change

of dust alkalinity during dust transport. Figure 11 shows the
ratios of annual mean AlkCa mass concentrations to annual
mean concentrations of total dust mass at the surface layer
and at 468 mbar altitude. At the surface layer, the ratios are
close to 0.05 near dust sources since it is assumed that the
Ca2+ content of freshly emitted dust is 5% by weight. The

ratios generally become smaller when dust particles are
transported out of the source regions, because of titration
from uptake of SO2 and HNO3. However, the ratios are still
higher than 0.045 in the dust plumes from the Patagonian
Desert of southern Argentina and from Australia. Gas-phase
HNO3 and SO2 concentrations in those two locations are not
high enough to neutralize dust particles quickly. Dust
particles also take up HNO3 and SO2 when they are trans-
ported vertically; the ratios at 468 mbar altitude are generally

Figure 10. (a) Predicted annual mean mixing ratios (pptv) of surface layer nitrate aerosol formed in the sodium-
ammonium-chloride-sulfate-nitrate-water aerosol system. Note that 1 mg m�3 NO3

� = 400 pptv NO3
� at 298 K and

1000 mbar. (b) Differences in nitrate concentrations (pptv) between the base case simulation with sea salt and a sensitivity
study with sea salt removed. (c) Ratios of annual mean column burdens of nitrate predicted in the absence of sea salt to
those obtained in the base case simulation. The global mean mixing ratio is indicated above Figures 10a and 10b.

Figure 11. Ratios of annual mean AlkCa mass concentrations to annual mean concentrations of total
dust mass at the surface layer and at 468 mbar altitude. Above each panel the pressure level of the GCM
layer is indicated.
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less than 0.04 except over the Sahara where dust emissions
are strongest. In the middle troposphere, all dust particles
over western United States are neutralized and dust particles
over central Asia have only very weak alkalinity as a result
of gas uptake.
5.2.2. Dust Uptake of SO2 and HNO3

[51] Annual mean mixing ratios of dust surface sulfate
and nitrate produced from dust uptake of SO2 and HNO3,
respectively, are shown in Figure 12 for the surface layer
and 468 mbar altitude. Highest mixing ratios are found near
dust sources with available SO2 and HNO3. Dust surface
sulfate and nitrate mixing ratios exceeding 1 ppbv are
predicted mainly over central Asia where dust emissions
are strong while SO2 and HNO3 concentrations are high as a
result of the transport from Europe. Such large mixing ratios
of nitrate are also predicted over the biomass burning
regions where HNO3 concentrations are high. Compared
with the mixing ratios of dust associated sulfate and nitrate
shown in Liao et al. [2003], based on off-line dust concen-
trations and dust deposition, the on-line simulation in this
work produces similar distributions but predicts more up-
take of both SO2 and HNO3 at the surface layer. On a global
mean basis, the concentrations of dust associated sulfate and
nitrate in the surface layer are 79 and 106 pptv, respectively,
about 5–15% higher than those obtained in Liao et
al. [2003]. Some differences in the distributions of dust-
associated sulfate and nitrate between this work and Liao et
al. [2003] are found at 468 mbar. To estimate dust alkalinity,

Liao et al. [2003] assumed that the mass of dust deposited
was simply balanced by an influx of fresh dust and scaled
the off-line total deposition at the surface to all grid cells
above it, which overestimated the deposition in the middle
and upper troposphere.
[52] The simulated annual budget of HNO3 is presented

in Figure 13. Gas-to-particle conversion, dry deposition,
and wet scavenging account for 48%, 22%, and 30% of
HNO3 removal, respectively. The calculated burden of

Figure 12. Annual mean mixing ratios (pptv) of sulfate and nitrate associated with mineral dust for
surface layer and 468 mbar altitude. Above each panel the pressure level of the GCM layer is indicated,
as is the average mixing ratio for that layer.

Figure 13. Global and annual average HNO3 budget.
Arrows indicate net fluxes. Burdens and lifetimes of gas-
phase HNO3, nondust nitrate, and dust-associated nitrate are
shown in their respective boxes.
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HNO3 is 1.28 Tg, which is smaller than the 2.1 Tg reported
by Bauer et al. [2004]. The discrepancy can be explained by
the fact that nonmethane hydrocarbon chemistry and for-
mation of nondust nitrate are not included in the work of
Bauer et al. [2004]. Estimated burdens of nondust nitrate
and dust surface nitrate are 0.26 and 0.55 Tg with lifetimes
of 4.5 and 5.2 days, respectively. Slightly longer lifetime of
nitrate associated with dust results because wet scavenging
of dust is not as efficient as that of nondust nitrate.

5.3. Comparisons Between Measured and Simulated
nss-SO4

2� and NO3
� Over Oceans

[53] We compare predicted concentrations of nss-SO4
2�

and NO3
� with measurements in marine areas at selected

sites (Table 5). Nss-SO4
2� and NO3

� are generally measured
by extracting collected aerosols with water and analyzing
the soluble SO4

2� and NO3
� by ion chromatography; thus,

measured nss-SO4
2� includes sulfate formed in water asso-

ciated with sea salt, sulfate from direct emissions, gas-phase
reaction of SO2 with OH, and in-cloud oxidation, as well as
sulfate formed on dust particles. Measured NO3

� includes
that associated with both the sodium-ammonium-chloride-
sulfate-nitrate-water aerosol system and dust. The calculated
contributions to the nss-SO4

2� and NO3
� concentrations by

different processes are also listed in Table 5. It should be
noted that among the measurements shown in Table 5, the
concentrations from the studies of Quinn et al. [1998],
Rhoads et al. [1997], and Quinn et al. [2001] were gathered
over only relatively short periods, usually a few days or
weeks, and strongly reflect the prevailing meteorological
conditions. One must bear this in mind when comparing
these data with GCM-simulated concentrations, which are
based on climatological meteorology.
[54] Predicted nss-SO4

2� concentration of 0.207 mg m�3

agrees closely with measured 0.216 mg m�3 obtained in the
Southern Ocean region south of Australia during November
and December of 1995. In this area, sea salt and dust uptake
of SO2 explains 29% and 18% of nss-SO4

2� formation,
respectively. Over the Indian Ocean, Nss-SO4

2� and nitrate
concentrations are significantly underestimated in the area
that covers 52–60�E and 6�S–6�N, because very low
concentrations of gas-phase SO2 and HNO3 are predicted
there.
[55] Over the Atlantic Ocean, most predicted total

sulfate and total nitrate concentrations are within a factor
of 3 of ship measurements of Quinn et al. [2001], which
took place during January and February of 1999. We
underestimate both sulfate and nitrate in the area that
crosses the equator (26–17�W, 5�S–3�N) by about 90%.
Other measurements over Atlantic Ocean (Barbados
(13.2�N, 59.4�W), Bermuda West (32.3�N, 64.9�W),
Mace Head (53.3�N, 9.9�W), and Izana (28.3�N,
16.5�W)) and measurements over Pacific Ocean (Ameri-
can Samoa (14.3�S, 170.6�W), Midway Island (71�N,
157�W), and Barrow, Alaska (28.1�N, 177.2�W)) have
been averaged over several years (see Table 5 for time
periods these measurements were made). The predicted
total sulfate and total nitrate are within a factor of 3 of
observations at eighty-five percent of these stations.
[56] For the comparisons shown in Table 5, predicted

total nss-SO4
2� has a normalized mean error of 58.5% and a

normalized mean bias of �23.4%, while predicted total

nitrate has a normalized mean error of 58.0% and a
normalized mean bias of �33.3%. Negative normalized
mean bias for both nss-SO4

2� and nitrate indicates that the
model tends to underestimate the concentrations of these
two aerosols over the areas where the measurements were
taken. Table 5 also shows that significant amounts of sulfate
and nitrate are associated with mineral dust. Although we
can compare predicted total sulfate and total nitrate mass
concentrations with measurements, the fractions of sulfate
and nitrate that are associated with dust can not be evaluated
because of the lack of such specific measurements.

6. Direct Radiative Forcing

[57] Radiative forcing calculations are performed on-line
within the GCM. The GISS radiation scheme uses the single
Gauss point doubling/adding radiative transfer model [Lacis
and Hansen, 1974; Hansen et al., 1983; Lacis and
Mishchenko, 1995]. It uses the correlated k-distribution
method to compute absorption by gases for 6 solar and
25 thermal intervals [Lacis and Oinas, 1991]. Radiative
forcing is calculated as the difference in the net fluxes at the
top of the atmosphere (TOA) and at the Earth’s surface. We
calculate the shortwave forcing by ozone, sulfate, nitrate,
black carbon, organic carbon, sea salt and mineral dust, as
well as the longwave radiative forcing by ozone and mineral
dust aerosol. Aerosol radiative forcing by each aerosol
species, as well as the total forcing by mixed aerosols, will
be examined. The radiative forcing calculations are per-
formed every 5 hours and do not feed back into the GCM
climate.

6.1. Optical Properties of Each Aerosol Species

[58] Aerosol optical properties (extinction cross section,
single-scattering albedo, and asymmetry parameter) are cal-
culated by Mie theory based on wavelength-dependent
refractive indices and aerosol size distributions. The effective
dry radius and density, as well as optical properties of dry
particles at l = 550 nm, are listed in Table 6 for each aerosol
class. The particle size distributions for black carbon, organic
carbon, and sulfate aerosol that is not associated with dust and
sea salt particles are assumed to obey the standard gamma
distribution, with an area-weighted effective variance of 0.2
[Chung and Seinfeld, 2002]. Sulfate aerosol is represented
optically as ammonium sulfate, with refractive indices from
the work of Toon et al. [1976]. Refractive indices of soot are
taken from the work of d’Almeida et al. [1991]. In the
absence of data for organic carbon aerosol, refractive indices
of ‘‘water-soluble’’ aerosol from the work of d’Almeida et al.
[1991] are used for OC.
[59] Sea salt and mineral dust aerosol optical properties are

calculated over each size bin, based on the parameters listed
in Table 6. Then the overall extinction cross section s, single-
scattering albedow, and asymmetry parameterg of sea salt (or
dust) are calculated by assuming sea salt (or dust) particles
from different size bins are externally mixed. Wavelength-
dependent refractive indices of sea salt are taken from Volz
[1972], and those of mineral dust follow those used in Liao
and Seinfeld [1998].
[60] We calculate nitrate optical properties over land and

ocean differently. Over land, we assume that nitrate aerosol
obeys the standard gamma distribution, with the same
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effective dry radius and area-weighted effective variance as
those of sulfate aerosol (see Table 6), based on the urban
measurements of Lestari et al. [2003]. Over the oceans,
some fraction of nitrate is associated with coarse sea salt
particles; hence the nitrate mass is distributed into each sea
salt size bin proportionally to the aerosol surface area (or
A � ( R

Dg
þ 4

vg
)�1)), where A is the total aerosol surface area

in each sea salt size bin, R is the effective dry radius of sea
salt, Dg is the gas-phase molecular diffusion coefficient of
HNO3 in air, v is the mean molecular speed, and g is
the uptake coefficient [Pandis et al., 1993; Lurmann et
al., 1997]. Here a g(HNO3) of 0.1 is used [Song and
Carmichael, 2001]. Optical properties of nitrate over oceans
are then calculated over each sea salt size bin using the
effective dry radius of sea salt. Refractive indices of sulfate
are used for nitrate aerosol [Sloane, 1983].
[61] Water uptake by each of sulfate, nitrate, and sea salt

aerosols is determined by the aerosol thermodynamic equi-
librium module, ISORROPIA, which uses the Zdanovskii-
Stokes-Robinson (ZSR) correlation [Robinson and Stokes,
1965] to calculate the water content of the aerosols. Water
uptake by organic carbon aerosol follows the treatment
in the work of Chung and Seinfeld [2002]. Composite
refractive indices of each aqueous aerosol are the volume-
averaged refractive indices of the aerosol and water.
Refractive indices of water are taken from the work of
d’Almeida et al. [1991]. Mineral dust and black carbon are
assumed to have no water uptake.
[62] Radiative forcing by sulfate and nitrate that is asso-

ciated with dust can be neglected, because such sulfate and
nitrate account for only a very small fraction of dust mass.
We also neglect the forcing by sulfate formed in sea salt
water, since most of such sulfate is associated with coarse
particles.

6.2. Optical Properties of Mixed Aerosols

[63] In the aerosol population, we assume that sulfate,
nitrate, black carbon, organic carbon, and sea salt aerosols

are internally mixed, leaving mineral dust externally
mixed. Assuming that mineral dust is externally mixed
with other aerosols is a reasonable first approximation
because of the location of its principal source regions. We
note, however, that there is evidence of internal mixing
between elemental carbon and dust in Asian aerosols
[Chuang et al., 2003]. The refractive indices of the
internal mixture are calculated by volume-weighting the
refractive indices of each aerosol species and water.
[64] Over land, where sea salt concentrations are low and

sea salt particles surviving from long-distance transport are
generally small, we assume that the internally mixed sulfate,
nitrate, OC, BC, and sea salt aerosols have the standard
gamma distribution, with an effective radius of 0.3 mm and
an area-weighted effective variance of 0.2 [Chung and
Seinfeld, 2002]. Over the oceans, sulfate, nitrate, OC, BC,
sea salt, and aerosol water are assumed to be internally
mixed within each sea salt size bin. Sulfate, OC, and BC are
distributed into each sea salt bin according to their specified
size distributions (see Table 6). Predicted nitrate associated
with sea salt particles is distributed into each size bin as
described in section 6.1. Aerosol water is allocated to each
size bin using the same method as that used for the
distribution of nitrate. For the calculation of optical prop-
erties over oceans, the effective dry radius of the internally
mixed particles in each sea salt size bin is assumed to be that
of sea salt.

6.3. Predicted Aerosol Optical Depth (AOD)

[65] Figure 14a shows the simulated annual mean global
distribution of the column-integrated optical depth at the
wavelength of 550 nm for mixed sulfate, nitrate, OC, BC,
sea salt, mineral dust, and aerosol water. AODs of 0.5–0.7
are found over Europe, eastern Asia, and over the Sahara
Desert. The highest AODs in Eastern North America are in
the range of 0.3 to 0.4. Sea salt aerosol over the oceans
around 60�S and 60�N generally has an optical depth of
0.2–0.4. On a global mean basis, mineral dust aerosol has

Table 6. Aerosol Physical and Optical Properties at l = 550 nm Assumed for Dry Aerosolsa

Aerosol Type re, mm ve r, g cm�3 se, m
2 g�1 w g Refractive Index

Sulfate 0.3 0.2 1.8 4.18 1.0 0.69 1.53 � 10�7 i
OC 0.5 0.2 1.8 2.46 0.96 0.67 1.53 � 0.004 i
BC 0.1 0.2 1.0 12.5 0.38 0.47 1.75 � 0.44 i
Nitrate 0.3 0.2 1.7 4.18 1.0 0.69 1.53 � 10�7 i
Sea salt 0.047 2.25 0.12 1.0 0.056 1.50 � 10�8 i

0.0965 2.25 0.90 1.0 0.24 1.50 � 10�8 i
0.19 2.25 3.10 1.0 0.62 1.50 � 10�8 i
0.375 2.25 3.35 1.0 0.74 1.50 � 10�8 i
0.75 2.25 0.75 1.0 0.61 1.50 � 10�8 i
1.5 2.25 0.50 1.0 0.80 1.50 � 10�8 i
3.0 2.25 0.21 1.0 0.77 1.50 � 10�8 i
6.0 2.25 0.10 1.0 0.81 1.50 � 10�8 i
12.0 2.25 0.05 1.0 0.82 1.50 � 10�8 i
24.0 2.25 0.025 1.0 0.82 1.50 � 10�8 i
48.0 2.25 0.012 1.0 0.83 1.50 � 10�8 i

Dust 0.065 2.6 0.41 0.84 0.11 1.53 � 0.0078 i
0.2 2.6 3.43 0.97 0.64 1.53 � 0.0078 i
0.65 2.6 0.86 0.85 0.52 1.53 � 0.0078 i
2.0 2.6 0.35 0.77 0.85 1.53 � 0.0078 i
6.5 2.6 0.094 0.60 0.93 1.53 � 0.0078 i
21.0 2.6 0.028 0.55 0.95 1.53 � 0.0078 i

aHere re, effective dry radius; ve, area-weighted effective variance; r, density; se, extinction coefficient; w, single-scattering albedo; g,
asymmetry factor.
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the largest individual optical depth of 0.037, followed by
sulfate (0.024), sea salt (0.019), OC (0.012), nitrate (0.008),
and BC (0.006).
[66] Predicted AODs of mixed aerosols with aerosol

water are compared with the ground-based sun photometer
measurements from AERONET [Holben et al., 1998, 2001]
in Figure 15. The AERONET program started in 1993, and
has grown from about a dozen sites to over 100 sites
worldwide. The period of AERONET measurements varies
with the site, so we have chosen the sites that have quality
assured data with two or more years of measurements
available. It should be noted that AERONET measured
column-integrated AODs are at 500 nmwavelength, whereas
the predicted AODs are at 550 nm. Figure 15 also shows the
simulatedmonthlymean optical depth of each aerosol species
with water uptake.
[67] Figures 15(1) to 15(5) show the comparisons at

sites in industrialized areas: Ispra (45.8�N, 8.6�E) and
Venice (45.3�N, 12.5�E) in Europe, GSFC (Goddard
Space Flight Center in Maryland, 39.0�N, 76.9�W),
CART site (Cloud and Radiation Testbed in Oklahoma,
36.6�N, 97.4�W), and La Jolla (32.9�N, 117.3�W) in the
United States. Modeled total AODs at Ispra, Venice, and
CART site agree reasonably with measurements in both
seasonal variation and magnitude. At each of these three

sites, sulfate is a major anthropogenic component. The
model reproduces the AOD at La Jolla fairly well from
November to May, but underestimates it by about 60%
from June to August. At GSFC, the model does not
capture the seasonal variation well; the predicted maxi-
mum AOD occurs in April while the measured one is in
June–August.
[68] Figures 15(6) to 15(8) show the comparisons at three

sites that are mainly influenced by organic carbon and black
carbon aerosols from biomass burning. At Brazilia (15.9�S,
47.9�W) and Abracos Hill (10.8�S, 62.4�W) in Brazil, and
Mongu (15.3�S, 23.2�E) in southern Africa, the GCM
captures fairly well the seasonal variations. At each of these
three sites, observations show a maximum AOD in Sep-
tember. Predictions also exhibit a peak at these locations,
but the maximum AOD at Brazilia and Abracos Hill occurs
in August. This difference in timing was also found by
Takemura et al. [2002] and may be indicative of a difference
between modeled and actual timing of burning. The model
tends to underestimate the peak values; the predicted peak
AODs at these three sites are about 60–70% of those
observed.
[69] Figures 15(9) to 15(13) compare predicted and

measured AODs at sites that are influenced mainly by
mineral dust aerosol: Banizoumbou (13.5�N, 2.7�E) in
northern Africa, Capo Verde (16.7�N, 22.9�W) off the
west coast of northern Africa, Bahrain (26.3�N, 50.5�E)
and Sede Boker (30.5�N, 34.5�E) in the Middle East, as
well as Dalanzadgad (43.6�N, 104.4�E) in the Gobi
Desert. The magnitude and seasonal variation of simulated
AODs agree closely with those of observations at
Banizoumbou and Bahrain. Predicted AODs at Sede
Boker agree well with measurements from October to
February, but the model overestimates optical depths in
the other months. Model predictions are 48–68% higher
than the measurements from March to September, except
that predicted optical depth in April is about twice the
observed value. The overestimation of AODs at Sede
Boker possibly results from the overprediction of dust
concentrations. At Capo Verde, the magnitude of pre-
dicted AOD agrees with that of the measurements
throughout the year except in April. The model predicts
a maximum in April but the observed peak is in June,
which may arise from the GCM representation of winds
used for the estimate of dust emission. At Dalazadgad,
the model reproduces the seasonal variation, but the
model tends to overestimate AODs throughout the year.
Predicted AODs at Dalazadgad are close to the observed
means plus one standard deviation from March to
September, but simulated AODs in Northern Hemisphere
winter are about twice the observed means, suggesting
that the model may have overestimated Asian dust
concentrations in winter.
[70] Comparisons shown in Figures 15(14) to 15(18)

are for remote sites: Santiago (33.5�S, 70.7�W) in Chile,
Barbados (13.2�N, 59.5�W) and Bermuda (32.4�N,
64.7�W) over Atlantic Ocean, Lanai (20.8�N, 157.0�W)
in the middle of Pacific Ocean, and Anmyon Island
(36.5�N, 126.3�E) in Korea. Predicted AODs at Santiago
and Barbados are close to the lower limits of observa-
tions. Low AODs predicted at Barbados result from the
underestimation of dust concentrations at this site. At

Figure 14. Simulated annual mean global distributions of
(a) column-integrated aerosol optical depth and (b) single-
scattering albedo at 550 nm for mixed sulfate, nitrate, OC,
BC, sea salt, mineral dust, and aerosol water.
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Bermuda and Lanai, dust aerosol is from the long-range
transport from Africa and Asia, respectively. Predicted
AODs at Lanai are higher than measured means plus one
standard deviation from March to July. Although we do
not have direct comparisons of simulated dust concen-
trations with measurements at Lanai, simulated dust
concentrations agree with measurements at Oahu
(21.3�N, 157.7�W) (see Figure 7), a site that is very
close to Lanai; therefore the overestimation of March–
April–May AODs at Lanai may arise from the overesti-
mation of other aerosols. Predicted seasonal variation of
AODs at Bermuda does not match the observed seasonal
cycle. As discussed in section 4.2, the GCM may not

represent the circulation around Bermuda, which may
have influenced the transportation of aerosols in this area.
Predicted and observed AODs agree at Anmyon. A
scatterplot (not shown) of all the data points used in
Figure 15 indicates that 83% of model predicted monthly
average AODs agree with AERONET measured values
within a factor of 2.

6.4. Predicted Single-Scattering Albedo (SSA)

[71] Figure 14b shows the simulated annual mean
global distribution of column-integrated SSA at 0.55 mm
for mixed sulfate, nitrate, OC, BC, sea salt, mineral dust,
and aerosol water. SSA over the North America is

Figure 15. Comparison of total aerosol optical depth of mixed sulfate, nitrate, OC, BC, sea salt, mineral dust, and aerosol
water with that measured at 18 AERONET sites. Site location and the measurement period are indicated for each site. The
error bar indicates one standard deviation of observed optical depth. Plots also show the simulated optical depth for each
aerosol component.

Table 7. Simulated and Observed Aerosol Single-Scattering Albedoa

Location Longitude Latitude Time Period Observed Simulated Reference

Comparison With Surface Measurements
Arctic 62.5�W 82.5�N annual 0.96 0.91 Heintzenberg et al. [1997]
Ny Alesund 12�E 79�N annual 0.948 0.92 Heintzenberg et al. [1997]
Spitsbergen 12�W 79�N annual 0.93–0.97 0.92 Heintzenberg and Leck [1994]
Barrow 156.3�W 71.2�N annual 0.96 0.93 Heintzenberg et al. [1997]
Stockholm 18�E 59.2�N annual 0.89 0.91 Heintzenberg [1982]
Kamchatka 160�E 56�N May 0.88 0.93 Clarke [1989]
Cheeka Peak 124.6�W 48.3�N March 0.85–0.97 0.97 Anderson et al. [1999]
Sable Island 60�W 43.9�N annual 0.86–0.97 0.95 Ogren et al. [1999]
Abastumani 42.5�E 41.4�N annual 0.89 0.90 Heintzenberg et al. [1997]
Bondville 88.4�W 40.1�N annual 0.86–0.97 0.95 Ogren et al. [1999]
Allegheny
Mountains

80�W 38.3�N August 0.87 0.96 Japar et al. [1986]

Shenandoah 78�W 38�N July 0.95 0.94 Ferman et al. [1981]
TARFOX 74�W 37.5�N August 0.90 0.91 Hegg et al. [1997]
Mesa Verde 108.3�W 37.1�N annual 0.91 0.90 Heintzenberg et al. [1997]
Sagres 9�W 37�N July 0.94 0.89 Carrico et al. [2000]
Oklahoma 97.5�W 36.6�N annual 0.92–0.99 0.93 Ogren et al. [1999]
Anderson Mesa 111.4� W 35.1�N annual 0.94 0.89 Heintzenberg et al. [1997]
Mauna Loa 155.4�W 19.3�N annual 0.97 0.96 Bodhaine [1995]
Kaashidhoo 73.5�E 5.0�N February 0.87–0.9 0.89 Satheesh and Ramanathan [2000]
Tropical Atlantic 20�W 5�S August 0.8 0.92 Clarke [1989]
Cuiabá 56�W 16�S August 0.85 0.83 Reid et al. [1998]
Amundsen Scott 90�S annual 0.965 0.99 Heintzenberg et al. [1997]

Comparison With AERONET Measurements
Ispra 8.6�E 45.8�N Aug.–Dec. 0.94 0.94 AERONET
GSFC 76.9�W 39.0�N DJF 0.92 0.94 AERONET

MAM 0.93 0.94
JJA 0.96 0.94
SON 0.94 0.93

Lanai 157.0�W 20.8�N DJF 0.97 0.97 AERONET
MAM 0.97 0.94
JJA 0.97 0.95
SON 0.96 0.96

Capo Verde 22.9�W 16.7�N DJF 0.96 0.92 AERONET
MAM 0.96 0.92
JJA 0.98 0.94
SON 0.97 0.94

Banizoumbou 2.7�E 13.5�N annual 0.96 0.89 AERONET
Los Fieros 56�W 14.6�S June–July 0.87 0.82 AERONET

Aug.–Oct. 0.94 0.87
Mongu 23.2E 15.25 JJA 0.84 0.86 AERONET

SON 0.91 0.90
aDJF, December–January–February; MAM, March–April–May; JJA, June–July–August; SON, September–October–November.
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generally in the range of 0.9 to 0.96, except that it is
lower than 0.9 near the west coast where dust is present.
Simulated SSA is in the range of 0.9–0.96 over Western
Europe, whereas it is 0.85–0.9 in the eastern and
downwind areas of Europe. Predicted SSAs over regions
with mineral dust and biomass burning aerosols are
generally lower than 0.9.

[72] Table 7 compares the simulated SSAs with both
surface measurements and AERONET retrievals. For the
comparisons with surface measurements, the SSAs of dry
aerosols in the lowest GCM layer are used; most surface
measurements were obtained from filter-based methods,
which derive absorption from the change in light transmis-
sion through a filter on which particles have been collected

Figure 16. Annual mean distributions of the simulated TOA (left column) and surface (right column) radiative forcings
by each of wet aerosol species: (a) sulfate, (b) BC, (c) OC, (d) sea salt, (e) nitrate, (f ) mineral dust, and (g) tropospheric
ozone. Both natural and anthropogenic aerosols and ozone are included in the calculations. Above each panel the global and
annual mean forcing value is indicated.

Figure 16. (continued)
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[Bond et al., 1999]. The column-integrated SSAs as shown
in Figure 14b are used for the comparisons with AERONET
measurements. The simulated SSAs have been averaged
over the same time of year as measurements. Most simu-
lated values at urban and remote sites agree closely with
measurements. Predicted SSAs at Kamchatka, Allegheny
Mountains, and the tropical Atlantic are considerably higher
than the observed values, possibly caused by the errors in
measurements [Ghan et al., 2001]. At Banizoumbou where
the dominant aerosol is dust, the predicted SSA is 0.89,
which is much lower than the AERONET measured value
of 0.96. Such a large discrepancy between predicted and
measured SSA over dust regions was also reported by
Takemura et al. [2002]. In their study predicted SSA values
over dust regions were always less than 0.9, but AERONET
measured values were all around 0.95. Since the calculated
SSA based on measured refractive indices of dust is 0.86
[Carlson and Benjamin, 1980], these differences between
calculated and AERONET measured SSA over dust regions
require more investigation.

6.5. Radiative Forcing

6.5.1. TOA and Surface Forcing by Each Aerosol
Component and Ozone
[73] Figure 16 shows the annual mean distributions of the

simulated TOA and surface radiative forcing by each
aerosol species and by O3. Both the magnitude and distri-
bution of sulfate forcing at TOA are similar to those at the
surface. The global mean sulfate forcing at TOA is calcu-
lated to be �0.49 W m�2, which agrees closely with
the sulfate TOA forcing of �0.40 W m�2 estimated by
Takemura et al. [2002] and �0.44 W m�2 by Jacobson
[2001]. BC has high positive forcing at TOA and
strong negative forcing at the surface because of its
absorbing character and large mass extinction efficiency of
12.5 m2 g�1 (Table 6). TOA BC forcing exceeds +2 W m�2

over areas with high BC concentrations from fossil
consumption and biomass burning, and over areas with high
surface albedo. The distribution of BC forcing at TOA differs
from that at the surface; surface forcing is not strong over
areas with high albedo because surface cooling depends only
on absorption and scattering of BC. Surface BC cooling
reaches a maximum of �9 W m�2 over Europe and eastern
China. The global and annualmeanOC forcing is estimated to
be �0.25 W m�2 at TOA and �0.39 W m�2 at the surface.
Stronger cooling by OC at the surface than at TOA results
from the weak absorption of OC, which was also found by
Jacobson [2001].

[74] Sea salt and nitrate aerosols exhibit negative forcing
globally at both TOA and surface, and the forcing values
at TOA are about the same as those at the surface for each
of these two aerosols. The global and annual mean
radiative forcing by sea salt is �0.56 W m�2, which is
within the range of previous estimates. Global mean sea
salt TOA forcing was calculated to be �0.31 W m�2 in
Takemura et al. [2002], whereas it was estimated to be
�1.1 W m�2 by Grini et al. [2002]. The largest forcing by
sea salt is located around 60�S in the Southern Hemi-
sphere, with maximum cooling reaching �2.4 W m�2.
[75] Nitrate forcing is calculated to be the smallest among

all the aerosol species. The global and annual mean forcing
is �0.14 W m�2 at TOA and �0.17 W m�2 at the surface.
The TOA nitrate forcing calculated here is between
the �0.07 W m�2 estimated by Jacobson [2001] and
�0.3 W m�2 reported by Adams et al. [2001].
[76] Dust forcing shown in Figure 16f is the sum of

dust shortwave and longwave forcings. At TOA, strong
heating exceeding +2.0 W m�2 over the Sahara Desert
results from the positive shortwave and longwave forc-
ings there. Although TOA longwave forcing is always
positive, the longwave forcing values are not large
enough to offset the shortwave cooling over low albedo
surfaces; the net TOA forcing off the west coast of North
Africa still reaches �4.7 W m�2. At the surface, strong
shortwave cooling is offset by strong longwave heating,
giving a modest forcing over deserts. The annual and
global mean dust radiative forcing is predicted to be
+0.10 Wm�2 (�0.21 shortwave plus +0.31 longwave)
at TOA and �0.53 Wm�2 (�1.06 shortwave plus +0.53
longwave) at the surface. The global mean TOA dust
forcing predicted here is between the �0.14 Wm�2

estimated by Jacobson [2001] and the +0.36 Wm�2

calculated by Takemura et al. [2002], and agrees closely
with the value of +0.07 W m�2 obtained by Woodward
[2001]. The global mean surface dust forcing is smaller
than the �0.85 and �0.82 W m�2 calculated by
Jacobson [2001] and Woodward [2001], respectively.
[77] Global and annual mean net TOA radiative forcing

by tropospheric O3 is estimated to be +0.53 W m�2

(+0.21 W m�2 from the shortwave and +0.32 W m�2 from
the longwave), which is about the same as the predicted
global mean TOA forcing of BC. O3 forcing is distributed
more uniformly over lands and oceans in the mid to high
latitudes of each hemisphere than BC forcing. High TOA O3

forcing of about +1.0 Wm�2 at northern midlatitudes comes
from longwave forcing as a result of the large temperature

Table 8. Global and Annual Mean TOA and Surface Radiative Forcing by Aerosols and/or O3

Species TOA Forcing, W m�2 Surface Forcing, W m�2

Sulfate �0.49 �0.49
Black carbon +0.58 �0.97
Organic carbon �0.25 �0.39
Nitrate �0.14 �0.17
Sea salt �0.56 �0.54
Mineral dust +0.10 (longwave +0.31,

shortwave �0.21)
�0.53 (longwave +0.53,

shortwave �1.06)
All aerosols �0.72 �4.04
O3 +0.53 (longwave +0.32,

shortwave +0.21)
+0.07 (longwave +0.32,

shortwave �0.25)
O3 and all aerosols �0.46 �3.74
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Figure 17. Predicted seasonal mean distributions of (left) TOA and (right) surface net (shortwave plus
longwave) direct radiative forcing by mixed sulfate, nitrate, OC, BC, sea salt, mineral dust, and aerosol
water. Above each panel the global and seasonal mean forcing value is indicated.
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differences between the Earth’s surface and TOA in these
regions [Mickley et al., 1999], and the high TOA O3 forcing
in the Arctic region results from the high albedo there that
leads to more reflected sunlight to be absorbed by O3. At the
surface, O3 shortwave forcing is globally negative, which
offsets the positive O3 longwave forcing and leads to
relatively small net forcings at the surface.
[78] The simulated global and annual mean radiative

forcing values of each aerosol component and O3 are
summarized in Table 8. Aerosol surface forcing is always
negative, with the magnitude of cooling depending on the
aerosol absorption. BC produces the strongest cooling at
the surface, followed by mineral dust and organic carbon.
6.5.2. Total Aerosol Forcing
[79] Figure 17 shows the simulated seasonal mean

distributions of net (shortwave plus longwave) direct
radiative forcing by mixed sulfate, nitrate, OC, BC, sea
salt, mineral dust, and aerosol water. The global and
annual mean forcing is calculated to be �0.72 W m�2

at TOA and �4.04 W m�2 at the surface. The global
mean TOA forcing indicates strong cooling in SON
(�0.99 W m�2) and DJF (�1.36 W m�2), and less
cooling in MAM (�0.36 W m�2) and JJA (�0.16 W m�2)
when heating by BC from industrial emissions and by dust
are strongest. For the same reason, global and seasonal
mean surface cooling is strongest in MAM and JJA. The
magnitude of surface cooling is much larger than that of
TOA forcing; while the largest cooling and heating at
TOA are �10 and +12 W m�2, respectively, surface
forcing is predicted to reach as high as �30 W m�2 over
central Africa in DJF and over Europe in MAM and
JJA. This large difference in the magnitudes of surface
and TOA forcings is caused by absorption of BC,
mineral dust, and OC aerosols and is supported by
measurements. Based on simultaneous measurements at
the Earth’s surface and TOA over the tropical northern
Indian Ocean, Satheesh and Ramanathan [2000] found
that mean clear-sky solar radiative heating for the winters
of 1998 and 1999 decreased at the ocean surface by 12
to 30 W m�2, but only by 4 to 10 W m�2 at TOA.
Recently, Bush and Valero [2003] reported that measured

diurnal average aerosol forcing at the surface ranged
between �10.6 to �52.1 W m�2 on clear days at Gosan,
Jeju, Republic of Korea, during the ACE-Asia field
campaign.
6.5.3. Combined Forcing of Ozone and Aerosols
[80] Distributions of annual mean TOA and surface

radiative forcings from tropospheric ozone and all aerosol
species are shown in Figure 18. Since O3 forcing is quite
uniformly distributed at TOA and relatively small at the
surface (Figure 16g), the distributions of combined O3

and aerosol TOA and surface forcings are very similar to
those of all aerosols (Figure 17). The combined global and
annual average TOA and surface forcings are �0.46 and
�3.74 W m�2, respectively.

7. Effects of Coupling Between Gas-Phase
Chemistry and Aerosols on Radiative Forcing
Estimates

[81] The major couplings between gas-phase tropo-
spheric chemistry and aerosols accounted for in this
study are (1) hydrolysis of N2O5 on wet aerosol surfaces;
(2) irreversible absorption of NO3, NO2, and HO2 by wet

Figure 18. Predicted annual mean distributions of combined radiative forcing (W m�2) by tropospheric
ozone and mixed aerosols (sulfate, nitrate, OC, BC, sea salt, mineral dust, and aerosol water) at TOA and
surface. Both natural and anthropogenic aerosols and ozone are included in the calculations. Above each
panel the global and annual mean forcing value is indicated.

Table 9. Predicted Global and Annual Average Burdens in the

Presence (Baseline) and Absence of Heterogeneous Reactionsa

Species Baseline
No Heterogeneous

Reactions

SO2 0.47 0.58 (+23%)b

SO4
2� (not associated with dust and sea salt) 1.34 1.71 (+28%)

HNO3 1.28 1.80 (+41%)
O3 304 354 (+16%)
NH3 0.23 0.20 (�13%)
NH4

+ 0.34 0.38 (+12%)
NO3

� (not associated with dust) 0.26 0.39 (+50%)
SO4

2� (associated with sea salt) 0.17 0.
SO4

2� (associated with dust) 0.30 0.
NO3

� (associated with dust) 0.55 0.
aUnits are in Tg.
bNumbers in parentheses are percentage changes compared with the

baseline case.
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aerosols; (3) formation of sulfate in water associated with
sea salt; and (4) mineral dust uptake of SO2, HNO3, and O3.
To examine the effects of these heterogeneous processes, we
perform a sensitivity study by removing them from the
baseline simulation. Note that in the sensitivity study we
retain in-cloud formation of sulfate. We also retain in the
sensitivity study the reaction of sea salt with HNO3 because
this reaction mainly influences nitrate forcing, the smallest
forcing among all the aerosols (section 6.5.1).
[82] Table 9 lists the global and annual average burdens

of some important species obtained from the baseline
simulation and those in the absence of gas-aerosol chemis-
try. Without sea salt and dust uptake of SO2, the burdens of
SO2 and SO4

2� that is not associated with sea salt and dust
increase by 23% and 28%, respectively. HNO3 burden
increases by 41%, indicating that, for the parameters
assumed here, mineral dust uptake of HNO3 is predicted
to dominate the formation of HNO3 from the hydrolysis of
N2O5 on wet aerosol surfaces. In the absence of mineral
dust uptake and NOx removal by aerosols, the O3 burden is
predicted to increase by 16%. The ammonium burden
increases by 12% as a result of more ammonium sulfate
and ammonium nitrate formation, and NO3

� that is not
associated with dust increases by 50% with more HNO3

available for ammonium nitrate formation and sea salt
uptake.

[83] The changes in burdens of sulfate, nitrate, and O3 have
direct impacts on radiative forcing, and the changes in sulfate,
HNO3/NO3

�, NH3/NH4
+ burdens influence water uptake by

aerosols and hence also affect forcing estimates. The differ-
ences in all-aerosol and O3 forcings between the sensitivity
study without those heterogeneous reactions and the baseline
simulation are shown for TOA and surface in Figure 19. The
forcing by all aerosol species (mixed sulfate, nitrate, BC, OC,
sea salt, dust, and aerosol water) shows about the same
increase in cooling at both TOA and surface; the global and
annual mean cooling is predicted to increase by 0.12 W m�2

(or 17%) at TOA and 0.11 W m�2 (or 2.7%) at the surface.
The maximum changes of about 1 W m�2 can be found from
the Middle East to Central Asia, where dust uptake of SO2

and HNO3 is significant in the baseline simulation.
[84] Compared with the baseline simulation, the absence

of NOx removal by aerosols and dust uptake of O3 increases
ozone forcing at both TOA and the surface (Figure 19b).
Global and annual mean TOA and surface O3 forcings
increase by 0.08 W m�2 (or 15%) and 0.04 W m�2 (or
57%), respectively, when they are compared to the baseline
values shown in Table 8. Maximum changes at TOA are
located over high albedo surfaces in the high latitudes of the
NH, whereas maximum changes at the surface mainly occur
in dust source regions and at high latitudes in the NH. With
high aerosol concentrations and low OH abundance at

Figure 19. Differences in (a) annual mean all aerosol forcing and (b) annual mean O3 forcing between
the sensitivity study without heterogeneous reactions and the baseline simulation. (left) TOA forcing and
(right) surface forcing. Global and annual mean value is indicated above each panel.
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high latitudes of the NH, NOx removal depends mainly on
aerosols.
[85] Both natural and anthropogenic aerosols are included

in our forcing calculations, so the effects of heterogeneous
reactions on forcing estimates are compared here with the
total aerosol forcing. The effects of heterogeneous reactions
may becomemore important when anthropogenic forcing is a
major concern, since the magnitude of radiative forcing by
anthropogenic aerosols alone is smaller than that resulting
from all aerosols.

8. Conclusions

[86] This work is an extension of the unified model of
Liao et al. [2003] for the study of chemistry-aerosol-climate
interactions by incorporating a coupled tropospheric chem-
istry-aerosol simulation in the GISS GCM II0. The model
includes (1) a detailed simulation of tropospheric ozone-
NOx-hydrocarbon chemistry; (2) the prediction of sulfate/
nitrate/ammonium/sea salt/water, black carbon, primary
organic carbon, secondary organic carbon, and mineral dust
aerosols; (3) heterogeneous reactions of N2O5, NO3, NO2,
and HO2 on wet aerosols; (4) uptake of SO2 and HNO3 by
sea salt; (5) uptake of SO2, HNO3 and O3 by mineral dust;
and (6) effects of aerosols on gas-phase photolysis rates.
[87] The major extension of the work of Liao et al. [2003]

is on-line simulations of sea salt and mineral dust aerosols,
together with radiative forcing estimates for O3 and aerosol
species. Generation, transport, and removal of these two
classes of natural aerosols are simulated as a function of
particle size, with eleven size bins extending from 0.03 to
64 mm dry radius for sea salt aerosol and six bins from 0.03 to
32 mm radius for mineral dust. Comparisons with available
measurements show that the model captures the global
seasonal variations of sea salt and mineral dust reasonably
well.
[88] The importance of heterogeneous reactions on sea salt

and mineral dust to tropospheric chemistry is examined. At
the surface layer, sulfate that forms from oxidation of SO2 by
O3 within water associated with sea salt is predicted to have a
global mean mixing ratio of 25.3 pptv, which is 15% of the
global mean mixing ratio of nss-sulfate from direct emis-
sions, gas-phase reaction of SO2 with OH, and in-cloud
oxidation. Accounting for heterogeneous reactions between
HNO3 and sea salt aerosol, surface layer nondust nitrate
mixing ratios increase by 100–1000 pptv along polluted
coastal zones. On a global mean basis, the concentrations of
dust-assoicated sulfate and nitrate in the surface model layer
are predicted to be 79 and 106 pptv, respectively. This uptake
of SO2 and HNO3 is predicted to have a nontrivial influence
on tropospheric sulfur and HNO3/NO3

� cycles.
[89] We have used the unified model to estimate radiative

forcing by aerosols and ozone. Predicted aerosol optical
depths and single scattering albedos generally agree with
measurements, although single-scattering albedos calculated
based on currently available dust refractive indices tend to be
lower than recently measured values over dust regions. We
estimate the overall TOA and surface forcing by all natural
and anthropogenic aerosol components, including sulfate,
BC, OC, nitrate, sea salt, and dust, assuming an internal
mixture of all but mineral dust. With aerosol water uptake
considered, the global and annual mean values of the direct

radiative forcing by all aerosol classes are estimated to be
�0.72 W m�2 at TOA and �4.04 W m�2 at the Earth’s
surface. As a result of absorption by BC, mineral dust, and
OC, the annual mean surface forcing is predicted to reach
values as high as �30 W m�2. Combined forcing by
tropospheric ozone and aerosols is negative at both TOA
and the Earth’s surface.
[90] Heterogeneous reactions on aerosols are shown to be

influential in radiative forcing estimates. Through altering
the burdens of aerosol sulfate and nitrate, heterogeneous
reactions are predicted to change the global mean forcing of
all natural and anthropogenic aerosols by 17% at TOA and
2.7% at the surface. Ignoring NOx removal by aerosols and
dust uptake of O3 leads to an overestimate of the global
mean forcing of tropospheric O3 by 0.08 W m�2 at TOA
and 0.04 W m�2 at the surface.
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